
From: Apon, Daniel C. (Fed)
To: Lichtinger, Jacob T. (Fed); Perlner, Ray A. (Fed)
Subject: Re: No Time to Hash with Adversaries
Date: Wednesday, September 29, 2021 10:48:19 PM

nice- it compiled! i love it when that happens

i'll do some ape-hand banging on plastic brick (typing) and get back to you soon

From: Lichtinger, Jacob T. (Fed) <jacob.lichtinger@nist.gov>
Sent: Wednesday, September 29, 2021 9:42 AM
To: Perlner, Ray A. (Fed) <ray.perlner@nist.gov>; Apon, Daniel C. (Fed) <daniel.apon@nist.gov>
Subject: Re: No Time to Hash with Adversaries
 
Here are the hybrid models.  The updated version is in the second section.

From: Perlner, Ray A. (Fed) <ray.perlner@nist.gov>
Sent: Monday, September 20, 2021 11:54 AM
To: Apon, Daniel C. (Fed) <daniel.apon@nist.gov>; Lichtinger, Jacob T. (Fed)
<jacob.lichtinger@nist.gov>
Subject: RE: No Time to Hash with Adversaries
 
Ok. I finally got around to making a crude writeup of the DFR analysis for Frodo.
 

From: Apon, Daniel C. (Fed) <daniel.apon@nist.gov> 
Sent: Friday, September 17, 2021 9:13 PM
To: Lichtinger, Jacob T. (Fed) <jacob.lichtinger@nist.gov>; Perlner, Ray A. (Fed)
<ray.perlner@nist.gov>
Subject: Re: No Time to Hash with Adversaries
 
This is very good -- but we also want the security experiment to be much more independent of
the particular construction we have in mind.. I'll think about this, and we can discuss Monday
=)

From: Lichtinger, Jacob T. (Fed) <jacob.lichtinger@nist.gov>
Sent: Friday, September 17, 2021 1:03 PM
To: Apon, Daniel C. (Fed) <daniel.apon@nist.gov>; Perlner, Ray A. (Fed) <ray.perlner@nist.gov>
Subject: Re: No Time to Hash with Adversaries
 
Here is an updated version.  I tried describing our adversarial model(s), so that could be a
good thing to look at today.

From: Lichtinger, Jacob T. (Fed)
Sent: Wednesday, September 15, 2021 1:08 PM
To: Apon, Daniel C. (Fed) <daniel.apon@nist.gov>; Perlner, Ray A. (Fed) <ray.perlner@nist.gov>
Subject: No Time to Hash with Adversaries
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Here is what I have so far.



From: Lichtinger, Jacob T. (Fed)
To: Perlner, Ray A. (Fed); Apon, Daniel C. (Fed)
Subject: Re: No Time to Hash with Adversaries
Date: Wednesday, September 29, 2021 9:42:22 AM
Attachments: adversarial_sources.pdf

adversarial_sources.tex

Here are the hybrid models.  The updated version is in the second section.

From: Perlner, Ray A. (Fed) <ray.perlner@nist.gov>
Sent: Monday, September 20, 2021 11:54 AM
To: Apon, Daniel C. (Fed) <daniel.apon@nist.gov>; Lichtinger, Jacob T. (Fed)
<jacob.lichtinger@nist.gov>
Subject: RE: No Time to Hash with Adversaries
 
Ok. I finally got around to making a crude writeup of the DFR analysis for Frodo.
 

From: Apon, Daniel C. (Fed) <daniel.apon@nist.gov> 
Sent: Friday, September 17, 2021 9:13 PM
To: Lichtinger, Jacob T. (Fed) <jacob.lichtinger@nist.gov>; Perlner, Ray A. (Fed)
<ray.perlner@nist.gov>
Subject: Re: No Time to Hash with Adversaries
 
This is very good -- but we also want the security experiment to be much more independent of
the particular construction we have in mind.. I'll think about this, and we can discuss Monday
=)

From: Lichtinger, Jacob T. (Fed) <jacob.lichtinger@nist.gov>
Sent: Friday, September 17, 2021 1:03 PM
To: Apon, Daniel C. (Fed) <daniel.apon@nist.gov>; Perlner, Ray A. (Fed) <ray.perlner@nist.gov>
Subject: Re: No Time to Hash with Adversaries
 
Here is an updated version.  I tried describing our adversarial model(s), so that could be a
good thing to look at today.

From: Lichtinger, Jacob T. (Fed)
Sent: Wednesday, September 15, 2021 1:08 PM
To: Apon, Daniel C. (Fed) <daniel.apon@nist.gov>; Perlner, Ray A. (Fed) <ray.perlner@nist.gov>
Subject: No Time to Hash with Adversaries
 
Here is what I have so far.
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Accumulating Entropy with Adversarial Sources
Let


1. D be a 2-monotone distribution with min-entroppy k.


2. n ∈ N be the length of sources xi for 0 ≤ i < N for some N .


3. π : [n]→ [n] be a cyclic permutation (πm = id iff n|m). Then fπ : [2]n → [2]n where (x0, . . . , xn−1) 7→


(xπ(0), . . . , xπ(n−1). Clearly, fmπ = fπm .


4. A denote the adversary.


5. for any 0 ≤ p ≤ 1, let Dp be the distribution where 1 occurs with probability p and 0 with probability


1− p.


6. p be the probability that A can replace a source with one of its choosing.


1 Version 1 (Sept 24, 2021)


Hybrid H0:


1. Let R0 = 0n.


2. For 0 ≤ i < N ,


(a) Sample xi ← D.


(b) A samples bi ← Dp. If bi = 1, A chooses yi ∈ [2]n and sets xi = yi. Otherwise, xi is unaffected.


(c) Ri+1 = Ri ⊕ f iπ(xi)


3. A chooses and outputs RA ∈ [2]n.


4. If RA = RN , output 1. Otherwise, output 0. modify for RA ≈ RN


Hybrid H1: Same as H0 except A chooses RA before the experiment begins and always replaces xN−1


with its choice yN−1.


Lemma 1.1.


P (H0 = 1) ≤ P (H1 = 1)


I think P (H1 = 1) = P (H0 = 1)/(p+ (1− p)P (A correctly guesses xN−1)) ≥ P (H0 = 1).


Proof. Suppose H0 = 1. Then A predicted the value of RN . Let RA be the string A choose before the


experiment started. Then choose yN−1 = xN−1 ⊕RN ⊕RA. Then


R′N := RN−1 ⊕ yN−1 = RN−1 ⊕ xN−1 ⊕RN ⊕RA = RN ⊕RN ⊕RA = RA
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where R′N is the value of the register at the end of H1.


Suppose H1 = 1. If A in H0 successfully replaces xN−1 (which happens with probability p), then H0 = 1


by an analogous argument to the one above. If not, A must correctly guess xN−1. Since (H0 = 1) =⇒


(H1 = 1), (H1 = 0) =⇒ (H0 = 0), so P (H0 = 1) = (p+ (1− p)P (A correctly guesses xN−1))P (H1 = 1) ≤


P (H1 = 1).


Hybrid H2: Same as H1 except A always chooses RA = 0n.


Lemma 1.2.


P (H1 = 1) = P (H2 = 1)


Proof. Suppose H1 = 1. Then RA = RN . If A replaced xN−1 with yN−1⊕RA instead of yN−1, then H2 = 1.


Thus P (H1 = 1) ≤ P (H2 = 1). The same argument proves P (H1 = 1) ≥ P (H2 = 1).


it is very easy (actually “easier”) in the proof of the first lemma to jump to H2. Is it worth having H1?


Hybrid H3: Same as H2 except A computes T0 = 0n and Ti+1 = Ti ⊕ f iπ(yi) if bi = 1 and Ti+1 = Ti


otherwise.


A only does computations on information it already knows, so it is equivalent to H2.


Hybrid H4: Same as H3 except if bi = 1, the choice of yi must satisfy f iπ(yi)&Ti = 0n.


Alternate Hybrid H ′3: Same as H2 except if i < N −1 and bi = 1, A always chooses yi = 0. A can choose


any string for yN−1.


I think this has the same effect as tagging, but is more streamlined. This is Hybrid E? I am not convinced


this is trivially secure from No Time to Hash. This behaves like having a sequence of permutations π`i where


`i are “increasing” mod n instead of a constant permutation (which corresponds to the sequence πi. No


Time to Hash does not give a description in that case. We should be ok if for each 0 ≤ ` < n, ∃0 ≤ i < N such


that `i = `. Seems stronger than we need, but would definitely work. If N is a multiple of n, “increasing”


corresponds to increasing as integers except at N/n− 1 many i.
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2 Version 2 (Sept 28, 2021)


Hybrid H0:


1. Let R0 = 0n.


2. For 0 ≤ i < N ,


(a) Sample xi ← D.


(b) A samples bi ← Dp. If bi = 1, A chooses yi ∈ {0, 1}n and sets xi = yi. Otherwise, xi is unaffected.


(c) Ri+1 = Ri ⊕ f iπ(xi)


3. A chooses and outputs RA ∈ {0, 1}n.


4. If RA = RN , output 1. Otherwise, output 0. modify for RA ≈ RN


Hybrid H1:


0. A chooses RA.


1. Let R0 = 0n.


2. For 0 ≤ i < N ,


(a) Sample xi ← D.


(b) A samples bi ← Dp. If bi = 1, A chooses yi ∈ {0, 1}n and sets xi = yi. Otherwise, xi is unaffected.


(c) Ri+1 = Ri ⊕ f iπ(xi)


3. A chooses yN ∈ {0, 1}n and outputs RA. Compute RN+1 = RN ⊕ yN .


4. If RA = RN+1, output 1. Otherwise, output 0.


Lemma 2.1.


P (H0 = 1) = P (H1 = 1)


Proof. Suppose H0 = 1. Then A predicted the value of RN . Let RA be the string A choose before the


experiment started. Then choose yN = ⊕RN ⊕RA. Then RN+1 := RN ⊕ yN = RA.


Suppose H1 = 1. Then RA = RN ⊕ yN . The adversary in H0 would know RA and yN , so they can


RA ⊕ yN at step 3. Then H0 = 1.


Hybrid H2:


0. A chooses RA.


1. Let R0 = 0n.
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2. For 0 ≤ i < N ,


(a) Sample xi ← D.


(b) A samples bi ← Dp. If bi = 1, A chooses yi ∈ {0, 1}n and sets xi = yi. Otherwise, xi is unaffected.


(c) Ri+1 = Ri ⊕ f iπ(xi)


3. A chooses yN ∈ {0, 1}n and outputs RA. Compute RN+1 = RN ⊕ yN .


4. If RN+1 = 0, output 1. Otherwise, output 0.


Lemma 2.2.


P (H1 = 1) = P (H2 = 1)


Proof. Suppose H1 = 1. Then RA = RN+1, so A knows RN+1 and thus RN = RN+1 ⊕ yN . To succeed in


H2, A chooses yN = RN instead.


Now suppose H2 = 1. Then RN+1 = RN ⊕yN = 0, so A was able to guess yN = RN . Let yN = RN ⊕RA
instead. Then RN+1 = RA.


Hybrid H3:


1. Let R0 = 0n and E = 0.


2. For 0 ≤ i < N ,


(a) Sample xi ← D.


(b) A samples bi ← Dp. If bi = 1, A chooses yi ∈ {0, 1}n and sets xi = yi. If yi 6= 0, set E = 1.


Otherwise, xi is unaffected.


(c) Ri+1 = Ri ⊕ f iπ(xi)


3. A chooses yN ∈ {0, 1}n. Compute RN+1 = RN ⊕ yN .


4. If RN+1 = 0 and E = 0, output 1. Otherwise, output 0.


Lemma 2.3.


P (H2 = 1) = P (H3 = 1)


Proof. Suppose H2 = 1. Since the xi are independent, they do not depend on Rj for j < 1. Thus if an xi is


replaced with yi, it does not influence the other xj . Suppose A in H3 chooses the same yi as A in H2, but


they set xi = 0 if bi = 1. Then choose y′N = yN
⊕


bi=1 f
i
π(yi). Then R′N+1 = R′N ⊕ y′N = RN ⊕ yN = 0, so


H3 = 1.


Suppose H3 = 1. Then RN+1 = 0, so H2 = 1.
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{\center{\Large Accumulating Entropy with Adversarial Sources}}



Let

\begin{enumerate}

\item $D$ be a 2-monotone distribution with min-entroppy $k$.

\item $n \in \N$ be the length of sources $x_i$ for $0 \le i < N$ for some $N$.

\item $\pi: [n] \rightarrow [n]$ be a cyclic permutation ($\pi^m = id$ iff $n | m$).  Then $f_\pi: [2]^n \rightarrow [2]^n$ where $(x_0, \ldots, x_{n-1}) \mapsto (x_{\pi(0)}, \ldots, x_{\pi(n-1)}$.  Clearly, $f_\pi^m = f_{\pi^m}$.

\item $\A$ denote the adversary.

\item for any $0 \le p \le 1$, let $D_p$ be the distribution where 1 occurs with probability $p$ and 0 with probability $1-p$.

\item $p$ be the probability that $\A$ can replace a source with one of its choosing.



\end{enumerate}



\section{Version 1 (Sept 24, 2021)}



Hybrid $H_0$:

\begin{enumerate}

\item Let $R_0 = 0^n$.

\item For $0 \le i < N$,

	\begin{enumerate}

	\item Sample $x_i \leftarrow D$.

	\item $\A$ samples $b_i \leftarrow D_p$.  If $b_i = 1$, $\A$ chooses $y_i \in [2]^n$ and sets $x_i = y_i$.  Otherwise, $x_i$ is unaffected.

	\item $R_{i+1} = R_i \oplus f_\pi^i(x_i)$

	\end{enumerate}

\item $\A$ chooses and outputs $R_\A \in [2]^n$.

\item If $R_\A = R_N$, output 1.  Otherwise, output 0.  \textcolor{red}{modify for $R_\A \approx R_N$}

\end{enumerate}



Hybrid $H_1$: Same as $H_0$ except $\A$ chooses $R_\A$ before the experiment begins and always replaces $x_{N-1}$ with its choice $y_{N-1}$.



\begin{lem}

\[

P(H_0 = 1) \le P(H_1 = 1)

\]

\textcolor{red}{I think $P(H_1 = 1) = P(H_0 = 1)/(p + (1-p) P(\A \textnormal{ correctly guesses } x_{N-1})) \ge P(H_0 = 1)$.}

\end{lem}

\begin{proof}

Suppose $H_0 = 1$.  Then $\A$ predicted the value of $R_N$.  Let $R_\A$ be the string $\A$ choose before the experiment started.  Then choose $y_{N-1} = x_{N-1} \oplus R_N \oplus R_\A$.  Then

\[

R'_N := R_{N-1} \oplus y_{N-1} = R_{N-1} \oplus x_{N-1} \oplus R_N \oplus R_\A = R_N \oplus R_N \oplus R_\A = R_\A

\]

where $R'_N$ is the value of the register at the end of $H_1$.



\textcolor{red}{Suppose $H_1 = 1$.  If $\A$ in $H_0$ successfully replaces $x_{N-1}$ (which happens with probability $p$), then $H_0 = 1$ by an analogous argument to the one above.  If not, $\A$ must correctly guess $x_{N-1}$.  Since $(H_0 = 1) \implies (H_1 = 1)$, $(H_1 = 0) \implies (H_0 = 0)$, so $P(H_0 = 1) = (p + (1-p) P(\A \textnormal{ correctly guesses } x_{N-1})) P(H_1 = 1) \le P(H_1 = 1)$.}

\end{proof}



Hybrid $H_2$: Same as $H_1$ except $\A$ always chooses $R_\A = 0^n$.



\begin{lem}

\[

P(H_1 = 1) = P(H_2 = 1)

\]

\end{lem}

\begin{proof}

Suppose $H_1 = 1$.  Then $R_\A = R_N$.  If $\A$ replaced $x_{N-1}$ with $y_{N-1} \oplus R_\A$ instead of $y_{N-1}$, then $H_2 = 1$.  Thus $P(H_1 = 1) \le P(H_2 = 1)$.  The same argument proves $P(H_1 = 1) \ge P(H_2 = 1)$.

\end{proof}



\textcolor{red}{it is very easy (actually ``easier") in the proof of the first lemma to jump to $H_2$.  Is it worth having $H_1$?}



Hybrid $H_3$: Same as $H_2$ except $\A$ computes $T_0 = 0^n$ and $T_{i+1} = T_i \oplus f_\pi^i(y_i)$ if $b_i = 1$ and $T_{i+1} = T_i$ otherwise.



$\A$ only does computations on information it already knows, so it is equivalent to $H_2$.



Hybrid $H_4$: Same as $H_3$ except if $b_i = 1$, the choice of $y_i$ must satisfy $f_\pi^i(y_i) \& T_i = 0^n$.  



Alternate Hybrid $H'_3$: Same as $H_2$ except if $i < N-1$ and $b_i = 1$, $\A$ always chooses $y_i = 0$.  $\A$ can choose any string for $y_{N-1}$.



\textcolor{red}{I think this has the same effect as tagging, but is more streamlined.  This is Hybrid E?  I am not convinced this is trivially secure from No Time to Hash.  This behaves like having a sequence of permutations $\pi^{\ell_i}$ where $\ell_i$ are ``increasing" $\mod n$ instead of a constant permutation (which corresponds to the sequence $\pi^i$.  No Time to Hash does not give a description in that case.  We should be ok if for each $0 \le \ell < n$, $\exists 0 \le i < N$ such that $\ell_i = \ell$.  Seems stronger than we need, but would definitely work.  If $N$ is a multiple of $n$, ``increasing" corresponds to increasing as integers except at $N/n-1$ many $i$.}



\newpage





\section{Version 2 (Sept 28, 2021)}

Hybrid $H_0$:

\begin{enumerate}

\item Let $R_0 = 0^n$.

\item For $0 \le i < N$,

	\begin{enumerate}

	\item Sample $x_i \leftarrow D$.

	\item $\A$ samples $b_i \leftarrow D_p$.  If $b_i = 1$, $\A$ chooses $y_i \in \{0,1\}^n$ and sets $x_i = y_i$.  Otherwise, $x_i$ is unaffected.

	\item $R_{i+1} = R_i \oplus f_\pi^i(x_i)$

	\end{enumerate}

\item $\A$ chooses and outputs $R_\A \in \{0,1\}^n$.

\item If $R_\A = R_N$, output 1.  Otherwise, output 0.  \textcolor{red}{modify for $R_\A \approx R_N$}

\end{enumerate}



Hybrid $H_1$:

\begin{enumerate}\addtocounter{enumi}{-1}

\item \modStep{$\A$ chooses $R_\A$.}

\item Let $R_0 = 0^n$.

\item For $0 \le i < N$,

	\begin{enumerate}

	\item Sample $x_i \leftarrow D$.

	\item $\A$ samples $b_i \leftarrow D_p$.  If $b_i = 1$, $\A$ chooses $y_i \in \{0,1\}^n$ and sets $x_i = y_i$.  Otherwise, $x_i$ is unaffected.

	\item $R_{i+1} = R_i \oplus f_\pi^i(x_i)$

	\end{enumerate}

\item \modStep{$\A$ chooses $y_N \in \{0,1\}^n$ and outputs $R_\A$.  Compute $R_{N+1} = R_N \oplus y_N$.}

\item If \modStep{$R_\A = R_{N+1}$}, output 1.  Otherwise, output 0.

\end{enumerate}



\begin{lem}

\[

P(H_0 = 1) = P(H_1 = 1)

\]

\end{lem}

\begin{proof}

Suppose $H_0 = 1$.  Then $\A$ predicted the value of $R_N$.  Let $R_\A$ be the string $\A$ choose before the experiment started.  Then choose $y_N = \oplus R_N \oplus R_\A$.  Then $R_{N+1} := R_N \oplus y_N = R_\A$.



Suppose $H_1 = 1$.  Then $R_\A = R_N \oplus y_N$.  The adversary in $H_0$ would  know $R_\A$ and $y_N$, so they can $R_\A \oplus y_N$ at step 3.  Then $H_0 = 1$.

\end{proof}



Hybrid $H_2$:

\begin{enumerate}\addtocounter{enumi}{-1}

\item \textcolor{purple}{\sout{$\A$ chooses $R_\A$.}}

\item Let $R_0 = 0^n$.

\item For $0 \le i < N$,

	\begin{enumerate}

	\item Sample $x_i \leftarrow D$.

	\item $\A$ samples $b_i \leftarrow D_p$.  If $b_i = 1$, $\A$ chooses $y_i \in \{0,1\}^n$ and sets $x_i = y_i$.  Otherwise, $x_i$ is unaffected.

	\item $R_{i+1} = R_i \oplus f_\pi^i(x_i)$

	\end{enumerate}

\item $\A$ chooses $y_N \in \{ 0, 1 \}^n$ \textcolor{purple}{\sout{and outputs $R_\A$}}.  Compute $R_{N+1} = R_N \oplus y_N$.

\item If \modStep{$R_{N+1} = 0$}, output 1.  Otherwise, output 0.

\end{enumerate}



\begin{lem}

\[

P(H_1 = 1) = P(H_2 = 1)

\]

\end{lem}

\begin{proof}

Suppose $H_1 = 1$.  Then $R_\A = R_{N+1}$, so $\A$ knows $R_{N+1}$ and thus $R_N = R_{N+1} \oplus y_N$.  To succeed in $H_2$, $\A$ chooses $y_N = R_N$ instead.



Now suppose $H_2 = 1$.  Then $R_{N+1} = R_N \oplus y_N = 0$, so $\A$ was able to guess $y_N = R_N$.  Let $y_N = R_N \oplus R_\A$ instead.  Then $R_{N+1} = R_\A$.

\end{proof}



Hybrid $H_3$:

\begin{enumerate}

\item Let $R_0 = 0^n$ \modStep{and $E = 0$}.

\item For $0 \le i < N$,

	\begin{enumerate}

	\item Sample $x_i \leftarrow D$.

	\item $\A$ samples $b_i \leftarrow D_p$.  If $b_i = 1$, $\A$ chooses $y_i \in \{0,1\}^n$ and sets $x_i = y_i$.  \modStep{If $y_i \ne 0$, set $E = 1$.}  Otherwise, $x_i$ is unaffected.

	\item $R_{i+1} = R_i \oplus f_\pi^i(x_i)$

	\end{enumerate}

\item $\A$ chooses $y_N \in \{ 0, 1 \}^n$.  Compute $R_{N+1} = R_N \oplus y_N$.

\item If $R_{N+1} = 0$ \modStep{and $E = 0$}, output 1.  Otherwise, output 0.

\end{enumerate}



\begin{lem}

\[

P(H_2 = 1) = P(H_3 = 1)

\]

\end{lem}



\begin{proof}

Suppose $H_2 = 1$.  Since the $x_i$ are independent, they do not depend on $R_j$ for $j < 1$.  Thus if an $x_i$ is replaced with $y_i$, it does not influence the other $x_j$.  Suppose $\A$ in $H_3$ chooses the same $y_i$ as $\A$ in $H_2$, but they set $x_i = 0$ if $b_i = 1$.  Then choose $y'_N = y_N \bigoplus_{b_i = 1} f_\pi^i(y_i)$.  Then $R'_{N+1} = R'_N \oplus y'_N = R_N \oplus y_N = 0$, so $H_3 = 1$.



Suppose $H_3 = 1$.  Then $R_{N+1} = 0$, so $H_2 = 1$.

\end{proof}
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From: Perlner, Ray A. (Fed)
To: Apon, Daniel C. (Fed); Lichtinger, Jacob T. (Fed)
Subject: RE: No Time to Hash with Adversaries
Date: Monday, September 20, 2021 11:54:56 AM
Attachments: Rowhammer Draft.docx

Ok. I finally got around to making a crude writeup of the DFR analysis for Frodo.
 

From: Apon, Daniel C. (Fed) <daniel.apon@nist.gov> 
Sent: Friday, September 17, 2021 9:13 PM
To: Lichtinger, Jacob T. (Fed) <jacob.lichtinger@nist.gov>; Perlner, Ray A. (Fed)
<ray.perlner@nist.gov>
Subject: Re: No Time to Hash with Adversaries
 
This is very good -- but we also want the security experiment to be much more independent of
the particular construction we have in mind.. I'll think about this, and we can discuss Monday
=)

From: Lichtinger, Jacob T. (Fed) <jacob.lichtinger@nist.gov>
Sent: Friday, September 17, 2021 1:03 PM
To: Apon, Daniel C. (Fed) <daniel.apon@nist.gov>; Perlner, Ray A. (Fed) <ray.perlner@nist.gov>
Subject: Re: No Time to Hash with Adversaries
 
Here is an updated version.  I tried describing our adversarial model(s), so that could be a
good thing to look at today.

From: Lichtinger, Jacob T. (Fed)
Sent: Wednesday, September 15, 2021 1:08 PM
To: Apon, Daniel C. (Fed) <daniel.apon@nist.gov>; Perlner, Ray A. (Fed) <ray.perlner@nist.gov>
Subject: No Time to Hash with Adversaries
 
Here is what I have so far.

mailto:/O=EXCHANGELABS/OU=EXCHANGE ADMINISTRATIVE GROUP (FYDIBOHF23SPDLT)/CN=RECIPIENTS/CN=A4361A12A22B4D089B36F472FADAF144-RAY PERLNER
mailto:/o=ExchangeLabs/ou=Exchange Administrative Group (FYDIBOHF23SPDLT)/cn=Recipients/cn=2672301df8fc4bc09688ebc092cf0741-Apon, Danie
mailto:/o=ExchangeLabs/ou=Exchange Administrative Group (FYDIBOHF23SPDLT)/cn=Recipients/cn=5f755a4807c849dfbcd682035a5b022c-Lichtinger,
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mailto:daniel.apon@nist.gov
mailto:ray.perlner@nist.gov
mailto:daniel.apon@nist.gov
mailto:ray.perlner@nist.gov

Use the notation of FrodoKEM, where the public key is B = AS+E, and the ciphertext consists of S’A+E’, S’B+E’’ 

Let the key of FrodoKEM be Rowhammered from AS+E to AS+E+Δ.

The correctness condition is Infinity-Norm(-E’S+S’E+E’’) < q/{2^{B+1}}

We will consider the parameter set where E’, S’ have dimension 8 x 640, and E and S have dimension 640 x 8, and all small components are from a distribution with standard deviation 2.8, and q is 2^{15} and B=2. As each of the 64 components of -E’S+S’E+E’’ is a summation over 1281 independent-ish terms, the central limit theorem seems like a good approximation. Then we find with no rowhammering, that the standard deviation of each component is expected to be sqrt(1280*(2.8)^4 +2.8^2) = 280.5

(Note I am relying on the formula here https://en.wikipedia.org/wiki/Distribution_of_the_product_of_two_random_variables#Variance_of_the_product_of_independent_random_variables )



The decryption failure probability without rowhammer is therefore approximately the probability that one of 64 random variables normally distributed about 0 with standard deviation 280.5 exceeds 2^{12}=4096. i.e.



DFR =~ 64*(1-erf(4096/(280.5*sqrt(2)))) = 2^{-152}. According to the Frodo spec, the real number is

 2^{-138.7}. Nonetheless, this seems close enough to get a sense of the behavior.





Now suppose our Rowhammer adversary flips bits in a single column e, of E flipping w bits each of which adds 2^d to a coefficient. (Note, this is probably not the right behavior. Flipping 0 to 1 should increase only positive coefficients, and flipping 1 to 0 should increase only negative coefficients, but computing the variance of the resulting distribution will be slightly annoying, so I’m doing the simpler thing for now.) Call the hammered row , e+δ

This will increase the standard deviation of the 8 coefficients in the affected column of -E’S+S’E+E’’ to:

 Sqrt(1280*(2.8)^4 +2.8^2 + w*2^{2d}*2.8^2). E.g. With w=40, 2^d=32, we have a standard deviation of 632. This means the honest party’s DFR is about

DFR =~ 8*(1-erf(4096/(632*sqrt(2)))) = ~2^-{30}



Now let’s look at the adversary’s DFR. Since the adversary is targeting a DFR much higher than the average rate for honestly generated ciphertexts, it is overwhelmingly likely that the ciphertexts the adversary finds will have a decryption failure rate dominated by a single row (e’, s’) of the ciphertext noise (E’, S’), whose noise pattern has a large inner product with the rowhammered column (s,e+ δ). Since the inner products of the rows with (s,e+ δ) are independent, it’s expected the probability that 2 rows have a large DFR would be something like 2^-60. We will call the entry in E’’ with the same row index as (e’, s’) and the same column index as (s, e+ δ), e’’.



The correctness condition for the high DFR column, row combination will be:

|s’δ-e’s+s’e+e’’| < 4096.



The attacker knows the value of s’δ and can failure boost based on it. So, we’ll calculate the DFR conditioned on s’δ. This is the dominant term in the left side expression. WLOG we may assume it is positive. Then the correctness condition with overwhelming probability is



-e’s+s’e+e’’ < 4096 -s’ δ



The standard deviation of the stuff on the left is expected to be 280.5 as before. Thus, if the adversary picks ciphertexts with s’ δ between 3815 and 4377, those ciphertexts will have DFR between 16% and 84%, and decryption/failure will therefore reveal about -(.16 log(.16) +.84 log(.84))/log(2) =.63 bits of information about the honest party’s private key.



How likely is |s’ δ| to be between 3815 and 4377? It is expected to have standard deviation,                 sqrt( w*2^{2d}*2.8^2), which for w=40, 2^d=32 is about 567. So the probability the adversary will find a row s’, such that 3815<|s’ δ|<4377 is:



8*((1-erf(3815/(567*sqrt(2))))- (1-erf(4377/(567*sqrt(2))))) =~2^-32



So for about 2^32 work and 1 ciphertext query, the attacker can learn at least .63 bits of information about the ciphertext.



The attacker actually probably wants to rowhammer all the columns of E, because the attacker only learns about the column of E he hammered as well as the corresponding column of S. If the attacker hammers 40 bits in each column of E according to a similar pattern as above, the work to find a failing ciphertext is reduced by a factor of 8 and the honest party’s DFR is increased by a factor of 8. 

 




